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AutoML in the Age of Large Language Models
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Current Challenges, Future Opportunities and Risks
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■ 2007/2010
B.Sc./M.Sc. in Computer Science from Potsdam University 

■ 2015
Defended Ph. D. in Computer Science on Automated Algorithm 
Selection, Schedules and Configuration at Potsdam University (under 
supervision of Torsten Schaub and Holger Hoos)

■ 2014–2019
PostDoc in Frank Hutter’s lab at the University of Freiburg

■ Since 2019
Prof. of (Automated) Machine Learning at Leibniz University Hannover

■ Current research focus
▪ AutoML, Explainability, Reinforcement Learning, …

■ Hobbies:
▪ Go, Taekwondo, Computer Games

Who are we? Marius Lindauer
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■ 2015/2018
B.Sc/M.Sc. in Computer Science from Paderborn University 

■ 06/2023
Defended Ph.D. in Computer Science on Machine Learning for 
Algorithm Selection at Paderborn University (under supervision of 
Eyke Hüllermeier)

■ Since 09/2022: 
PostDoc of Marius’ AutoML research group at Leibniz University 
Hannover

■ Current research focus
▪ Interactive and Explainable AutoML
▪ LLMs for AutoML

■ Hobbies:
▪ Outdoor, sports, board games, computer games, reading

Who are we? Alexander Tornede

Website
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▪ Large Language Models (LLMs) are 
everywhere these days

▪ Astonishing results and skills that 
these systems have

▪ Controversial statement: 
“LLMs completely redefine ML”

▪ Will LLMs replace AutoML?
→ No!?

▪ Will AutoML be needed for LLMs?
→ Most likely!

Motivation

by Jingfeng Yang et al.

https://github.com/Mooler0410/LLMsPracticalGuide
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1. What are (Large) Language Models (LLMs?) 💬

2. Challenges of AutoML for LLMs 🤔  

3. Opportunities of LLMs for AutoML 🤩

4. Risks of AutoML x LLMs ⚠

Our Plan for Today 📋
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▪ Probability distribution over sequences of tokens 
(characters, works, n-grams, etc.)

▪ Usually derived from data

▪ Usually based on neural networks these days

▪ Can be used to predict the most likely next token of a sequence:

Language Models

Thanks to Prof. Dr. Henning Wachsmuth for the images and inspiration of the slides on language models.
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▪ Unclear what large concretely means

▪ Usually at least millions of network parameters

▪ All relevant LLMs are based on the transformer [Vaswani et al., 2023] 
architecture these days

7

Large Language Models (LLMs)

Source: Meta AI

Source: Open AI

GPT-3, GPT-4 LLaMA (v2)

https://arxiv.org/pdf/1706.03762.pdf
https://ai.meta.com/llama/
https://openai.com/gpt-4
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Lifecycle of LLMs
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Challenges of AutoML for LLMs 🤔 

9
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▪ Pre-training is extremely expensive

▪ Estimate for single training of GPT3: Several months on 1k V100 GPUs 
[Brown et al., 2020]

▪ With 10 HPs, we assume to need >10 x 10 samples 
→ 100 months on 1k V100 GPUs

▪ Possible remedies

▪ Prior-guided multi-fidelity with scaling laws

▪ Gradient-based AutoML
[Franceschi et al., 2017]

▪ Meta-learning when and how to 
adjust training [Adriaensen et al., 2022]

Challenge 1: 
Cost of Pre-Training Base Models

Images: [Mallik et al., 2023]

https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/1703.01785
https://arxiv.org/abs/2205.13881
https://openreview.net/forum?id=uoiwugtpCH
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Challenge 2: 
A Multitude of Different Stages
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▪ Good neural architectures are key to a successful 
application of LLMs

▪ NAS has yet to find ground-breaking architectures 
such as transformers

▪ NAS also very relevant for fine-tuning

▪ Not all layers need fine-tuning

▪ Most strategies focus on parts of the network 
or add an adapter, etc.

Challenge 3: 
Determining Neural Architectures for LLMs

Image: [Vaswani et al., 2023]

https://arxiv.org/pdf/1706.03762.pdf
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▪ AutoBert-Zero [Gao et al., 2021]

▪ Inter-layer search space with self-attention 
and convolution operations searched with an 
evolutionary strategy

▪ Autoformer [Chen et al., 2021]

▪ Supernet training strategy entangling 
weights of different blocks in the same layer 
during supernet training

▪ AutoPEFT [Zhou et al., 2023]

▪ Multi-objective BO for NAS for fine-tuning 
via parameter-efficient fine-tuning layers

Existing Work on NAS for LLMs
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https://arxiv.org/abs/2107.07445
https://arxiv.org/abs/2107.00651
https://arxiv.org/abs/2301.12132
https://arxiv.org/pdf/2301.12132.pdf
https://arxiv.org/pdf/2301.12132.pdf
https://arxiv.org/abs/2107.07445
https://arxiv.org/pdf/2301.12132.pdf


Marius Lindauer, Alexander Tornede: AutoML in the Age of Large Language Models                      slides available at www.automl.org

▪ What metric to optimize in a 
holistic approach?

▪ Different stages require 
different metrics and are 
powered by different learning 
paradigms

▪ Downstream task unknown 
during pre-training 

▪ Is one metric even enough?
▪ Ideally requires multi-objective 

multi-fidelity approaches 
[Belakaria et al., 2020]

14

Challenges 4 & 5: 
Multitude of Performance Indicators and 
Combination of Different Learning Paradigms

Images: [Belakaria et al., 2020]

https://arxiv.org/pdf/2011.01542.pdf
https://arxiv.org/pdf/2301.12132.pdf
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1. Cost of Pre-Training Base Models

2. A Multitude of Different Stages

3. Determining Neural Architectures for LLMs

4. The Multitude of Performance Indicators

5. Combination of Different Learning Paradigms

Challenges of AutoML For LLMs
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Opportunities of LLMs for AutoML 🤩

16
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Simply Applying ChatGPT to solve AutoML?

Dataset 
description 
from 
OpenML.org
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ChatGPTs Reply I
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ChatGPTs Reply II
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Can it do more?

Arghhhhhh… it’s 
recommending 
grid search

 🤬
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Trying to Squeeze more out of it

● it even provides reasons for 
why it chose this 
configuration … quite handy

● seems to be fine here;
● in general, we don’t know 

whether it hallucinates or not

🤯 it recommends random search if I 
don’t have enough compute resources
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1. An NLP interface
a. very nice for users

2. Training on data generated by humans (not by machines!)
a. Incorporating human best practices and knowledge!?

3. A very powerful meta-model with knowledge from a certain point in time:
a. development process of ML applications
b. well-performing hyperparameter configurations and neural architectures

⇒ General one-shot AutoML might even with LLMs be 
hard or maybe even infeasible

What is an LLM from the perspective of 
AutoML?
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▪ LLMs have some interesting knowledge of how to do DS/ML
▪ But fully trusting them might be a bad idea (as we have seen)
▪ ⇒ We need hybrid approaches, combining the knowledge from LLMs and the 

systematic approaches of AutoML 

LLMs 💗 AutoML
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1. LLMs as an interface to AutoML
▪ Enable easier interaction with AutoML 

through chat-based interfaces
▪ Interactively acquire required 

knowledge from user

Important: It will be a combination of 
User (human) + a LLM system + AutoML 

That’s how ChatGPT would expect 

how this could look like 😉

Opportunity 1: Improving Human-Machine 
Interaction With LLMs



Marius Lindauer, Alexander Tornede: AutoML in the Age of Large Language Models                      slides available at www.automl.org 25

1. LLMs as an interface to AutoML
▪ Enable easier interaction with AutoML 

through chat-based interfaces
▪ Interactively acquire required 

knowledge from user
2. Improve interpretability of the AutoML 

process
▪ still risky with limited attention span 

(better or worse focus on certain parts 
[Liu et al. 2023])

▪ hallucinations are still a problem
▪ Asking an LLM to explain their own 

recommendation can be pointless!

Opportunity 1: Improving Human-Machine 
Interaction With LLMs

https://arxiv.org/abs/2307.03172v3
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▪ AutoML systems have many hyperparameters themselves
▪ For example, (multi-fidelity) Bayesian Optimization 

[Lindauer et al. 2019, Moosbauer et al. 2022]

▪ Important: It is often more about time efficiency of AutoML and less 
about predictive performance of the target model

▪ Side remark: diminishing returns with more meta-optimization

▪ Semi-experts could leverage LLMs to configure
▪ Number of samples
▪ Stopping criterion
▪ Fidelity types
▪ Fidelity levels
▪ …

Opportunity 2: LLMs for Configuring AutoML

https://arxiv.org/abs/1908.06674
https://ieeexplore.ieee.org/document/9913342
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Opportunity 3: LLMs as Components of AutoML 
Systems 

Note: Approaches such as PFNs follow a similar approach, but 
without human-written text training data and NLP interface
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LLMs for BO
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● LLMs have a lot of “real-world 
knowledge” 

● Data engineering is often 
driven by real-world expertise

● Let’s LLM take care of data 
engineering

⇒ more in the next session 
by Sam

CAAFE Paper [Hollmann et al. 2023]

https://arxiv.org/pdf/2305.03403.pdf
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Risks of AutoML x LLMs ⚠

30
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Risk of shifting the required knowledge from AutoML expertise to LLM 
prompting expertise

🤐

Risk 1: Complicated Human Interaction
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How to ensure that the pre-trained LLM used as an AutoML component 
has not seen the dataset used for the AutoML evaluation?

🧐

Risk 2: Evaluation
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Risk 3: False Facts and Misuse

What do we do if the LLMs outputs bad recommendations?

🫥
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Risk 4: Trust and Explanations

Can we verify the information used by the LLM inside an AutoML process?

🤨
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Risk 5: Resource Consumption

How can we avoid that a combination of LLMs and AutoML which both 
require many resources results in even higher resource consumption?

󰷻 
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Risk 6: Closed Source

How can we reproduce results on GPT-3.5/4 if it is closed source and the 
versions are updated on a regular basis?

🫥



Marius Lindauer, Alexander Tornede: AutoML in the Age of Large Language Models                      slides available at www.automl.org 37

1. Applying AutoML to LLMs is 
challenging, but possible  🤓

2. Integrating LLMs with AutoML 
promises huge potential 🥳

3. Intersection of the two fields also 
comes with risks 🧐

Take Home Messages

Human’s 
specification

Feedback 
from LLM

Guidance by 
LLMPost-

Processing

Optimization by 
AutoML

AutoML 2.0?



Marius Lindauer, Alexander Tornede: AutoML in the Age of Large Language Models                      slides available at www.automl.org

luh-ai

LUH-AI

@luh-ai

38

Funded by:

Find Us

automl-org

automl

@AutoML_org

Logo Usage

Logos Top Right
- Use either LUHAI or 

AutoML.org logo
- For international events, the 

AutoML.org is preferred

Logos Bottom:
- Keep the logos relevant for 

your project

https://www.linkedin.com/company/luh-ai
https://github.com/LUH-AI
https://www.youtube.com/@luh-ai
https://www.linkedin.com/company/automl-org
https://github.com/automl/
https://www.youtube.com/@AutoML_org

