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Towards Multi-objective Green AutoML

2

It’s not only accuracy that matters!

Green AutoML
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What’s next (besides LLMs-AutoML)?

3

Sustainability is also our responsibility!



Marius Lindauer: Towards Multi-objective Green AutoML            slides will be available at www.automl.org 4

Energy Consumption of Data Centers

[Andrae. 2015] 
“the computing power required for AI is d

oubling every 100 days”  [Zhu et al. 2023]

https://www.researchgate.net/publication/275653947_On_Global_Electricity_Usage_of_Communication_Technology_Trends_to_2030
https://spj.science.org/doi/10.34133/icomputing.0006


Marius Lindauer: Towards Multi-objective Green AutoML            slides will be available at www.automl.org 5

Better predictive performance (e.g., accuracy)

⇒ other quality indicators (e.g., energy efficiency) are often ignored

Scaling to larger models (e.g., LLMs)

⇒ AutoML needs to be more efficient 
     (e.g., via multi-fidelity optimization or expert knowledge integration)  
⇒ Mindset is less on energy efficiency but to apply AutoML to ever larger models 
     (each of training of them requires more and more energy)

Adaptation to different hardware constraints 
(e.g., embedded systems, smartphones)

⇒ Main objective: How can I get the best out of an AI on a given hardware module? 
⇒ Rarely: How can I achieve the best with the fewest possible resources?

Current Focus of AutoML Research
Chevron-double-up Icons by Laisa Islam Ani

Graph Icons by Secret Studio
Chip Icons by srip

https://www.flaticon.com/de/kostenlose-icons/chevron-double-up
https://www.flaticon.com/de/kostenlose-icons/graph
https://www.flaticon.com/de/kostenlose-icons/chip
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Towards Green AutoML

Fabrik Icons by DinosoftLabs
Grüne fabrik Icons by kosonicon

 

https://www.flaticon.com/de/kostenlose-icons/fabrik
https://www.flaticon.com/de/kostenlose-icons/grune-fabrik
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Hierarchy of Green AutoML

● Plastic Litter Detection
● Assissted Driving
● …

Application

● Trading off acc. vs energy
● Pruning
● Efficient Architectures/Op.

ML Model

● Efficiency of AutoML
● Early Stopping of AutoML
● Self-adjusting AutoML

AutoML
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Multi-Objective SMAC for HPO & AC

8
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Towards Multi-Objective SMAC

Sample Challenger 
Configuration

Race against 
Incumbent

Evaluate Target 
algorithm

Train Surrogate 
model and optimize 
acquisition function

Hypervolume 
or ParEGO Pareto-Racing
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Multi-Objective Multi-Fidelity SMAC

ParEGO 

● Sample a scalarization in each iteration

● Train a single model & proceed as always

Successive Halving / Hyperband

● Run successive halving as always by 
using the scalarized metric above

● Check whether the configurations 
evaluated on the highest budget 
should be part of the Pareto Front

Img Source: Bischl@AutoML MOOC

Img Source: AutoML.org
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It can be done better:

● MO-SMAC has the potential to 
outperform MO-ParamILS 
(Bayesian-Optimization based AC 
vs. Local-Search based AC)

● On average, ParEGO-variant is not 
the best MOO approach

→ More details in Jeroen’s talk 
in a few minutes

Multi-Objective 
Algorithm Configuration
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Leveraging AutoML for Sustainable Deep 
Learning: A Multi-Objective HPO 
Approach on Deep Shift Neural Networks

[Hennig et al. 2024]

12

https://arxiv.org/abs/2404.01965
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By converting parameters and operations into their bit representations, precision 
is reduced and the computing effort is minimized.

Deep Shift Neural Networks 
[Elhoushi et al. 2019]
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https://arxiv.org/abs/1905.13298
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● Combination of multi-fidelity 
optimization and multi-objective 
optimization (using ParEGO) using 
SMAC3
a. Scalarize 
b. Sample configurations based 

on surrogate model
c. Run Hyperband

● Optimizing for accuracy vs. 
emissions (CO2eq)

● Evaluation on CIFAR10 with a 
base architecture of ResNet20

Approach
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● Tradeoff is fragile in both objectives
● Config2 improves accuracy by 2.63% absolutely and emissions by 32% in 

terms of relative improvement
● A bunch of insights into how to design DSNNs effectively, see 

[Hennig et al. 2024; extended version submitted to ECAI]

Results & Insights

https://arxiv.org/abs/2404.01965
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Hyperparameter Importance Analysis for 
Multi-Objective AutoML

[Theodorakopoulos et al. 2024]

16

Check out o
ur p

oster in
 th

e

 2nd poster session to
day

https://arxiv.org/abs/2405.07640
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Multi-Objective fANOVA

● fANOVA for HPI 
[Hutter et al. 2014]:
How much of the 
performance variance
in the entire configuration
space can be explained
by varying one (or several)
hyperparameter?

● Main idea:
Iterate over all possible scalarizations 

■ Train a surrogate model on scalarized performance
■ evaluate fANOVA 

https://proceedings.mlr.press/v32/hutter14.pdf
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● Traditional ablation study:
○ Change only a single design decision and evaluate it

● Greed Ablation Paths [Fawcett and Hoos. 2016]

Ablation Paths

Iteration 1 

Iteration 2 

Iteration 3 

Iteration 4 

Hyperparameters

Cost

Changed HP3rd 5th 4th …

Start Config

Target Config

https://link.springer.com/article/10.1007/s10732-014-9275-9
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● Same idea as before: (i) Scaralization + (ii) Running Ablation Path
● Reference point: Default configuration

Multi-Objective Ablation Paths
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● For different objectives, different hyperparameters are (potentially) important
○ Some hyperparameters might be important for all tradeoffs
○ How can we exploit this insight in building better MOO-HPO algorithms?

● For a tradeoff of objectives, more hyperparameters are important
→ harder optimization problem!

Exemplary Results & Important Insights
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Conclusions

21
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● MOO is a key towards better designed 
models and algorithms

● There is a lot to learn from applying 
multi-objective optimization to different 
AutoML problems
○ both in terms of the underlying target, as 

well as the AutoML problem
● Future work: 

○ Integration into 
○ Studying the landscape of MOO-AutoML 

problems?
○ Taking into account changing 

hyperparameter importance
● We can be part of the solution!

Take Home Messages
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https://github.com/automl/DeepCAVE


Marius Lindauer: Towards Multi-objective Green AutoML            slides will be available at www.automl.org 23



Marius Lindauer: Towards Multi-objective Green AutoML            slides will be available at www.automl.org

luh-ai

LUH-AI

@luh-ai

24

Funded by:

Find Us

automl-org

automl

@AutoML_org

Logo Usage

Logos Top Right
- Use either LUHAI or 

AutoML.org logo
- For international events, the 

AutoML.org is preferred

Logos Bottom:
- Keep the logos relevant for 

your project

https://www.linkedin.com/company/luh-ai
https://github.com/LUH-AI
https://www.youtube.com/@luh-ai
https://www.linkedin.com/company/automl-org
https://github.com/automl/
https://www.youtube.com/@AutoML_org

